Correction of nonlinear lateral distortions of scanning probe microscopy images
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Abstract

A methodology for the correction of scanning probe microscopy image distortions is demonstrated. It is based on the determination of displacement vectors from the measurement of a calibration sample. By moving the pixels of the distorted scanning probe microscopy image along the displacement vectors an almost complete correction of the nonlinear, time independent distortions is achieved.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

The inverse piezoelectric effect is commonly utilized to position the tip or the cantilever with atomic precision in scanning probe microscopes (SPMs) [1]. Although the properties of modern piezoelectric materials are well known, their application in SPMs requires a calibration of their lateral and vertical positioning, which is usually achieved by acquiring images of atomic lattices and comparing them with the perfect periodical arrangement of the atoms of a crystalline surface. Hence, the calibration is optimized for a nanometer scan range. However, sometimes the measurement requires scanning parameters that exceed the designated linear range of the calibration. Then, nonlinear effects of the piezoceramic actuators, like hysteresis creep, drift, and a nonlinear dependence of the displacement on the applied voltage often result in image distortions. These effects are inherently connected with most scanning tubes [2] used in modern SPMs.

In order to overcome nonlinear piezoelectric effects, various attempts have been made. Most of them follow two different strategies: on the one hand, the different nonlinear effects of the piezoceramic are described theoretically, for example using a Preisach model [3]. Based on such a model, nonlinearities can be corrected while or after measurement. However, it is very difficult to include all types of nonlinearities in the model. On the other hand, optical [4–9] and capacitive [10,11] tracking systems (or a combination of both [12]) are used to determine the displacement of the piezoceramic during the actual scanning and data acquisition process. These tracking systems allow the acquisition of SPM images with high accuracy, but as a drawback, additional equipment within the scanning probe microscope is needed. Hence, it is very difficult to install such systems in existing SPMs.

A totally different approach applies a Fourier transform on distorted atomic scale images [13]. Due to the periodicity of the atomic lattice, distortions can be identified and corrected in the Fourier space. This method, commonly used in transmission electron microscopy, is only applicable for relatively small distortions.

In this paper we present a simple and fast method for correcting nonlinear, but reproducible image distortions after the measurement. We used a calibration sample, which exhibits periodic surface features with precisely defined distances. For each set of scanning parameters that produce nonlinear distortions, an image of the calibration sample is measured and used to build a displacement tensor. Once a displacement tensor is found for a certain set of scanning parameters, all images that are measured using this set of parameters can be corrected. The advantages of this method are that no additional equipment, except a sample with a periodic pattern, is needed to perform the calibration and that nonlinearities that are not time dependent can be corrected even without knowing their exact origin or quantitative physical description. In addition this method allows us to correct very large nonlinear distortions and to control the aging of the piezotube.

2. Experimental setup and calibration sample

The calibration is illustrated for data acquired using an Omicron VT-STM. The calibration sample is based on a SrTiO3 (Nb doped)
single crystal substrate, which was selected due to its resistance to oxidation or degradation up to very high temperatures, its flatness, and its hardness. The sample was patterned by electron beam lithography. An array of Ti dots with a height of 10 nm and a pitch of 500 nm in both horizontal (x) and vertical (y) directions was deposited using the lift-off technique. The Ti dots were then oxidized to TiO₂ dots. Every fifth and tenth dot is enhanced in size or represented by four closely grouped dots to provide an easy to recognize scale [see Fig. 1(a)]. Ti was chosen as a material for the dots, because Nb-doped SrTiO₃, TiO₂ and Ti form electrically conducting contacts with each other.

The electron beam writer (Vistec EBPG 5000plus, positioning accuracy: 5 nm on a 320 × 320 μm² main field) exhibits very high accuracy of the written pattern. Hence, the error of the dot pitch of ~1% is much smaller than the distortion created by piezo nonlinearities and thus is neglected in the following.

3. Measurement of the distortion

Although the used Omicron VT-STM s exhibit an accurate calibration for atomic scale images, some distortions appear when extending the scan area toward the micrometer range. Fig. 1(b) shows a 15 × 15 μm² STM image of the calibration sample. Although the dot pitch is 500 nm on the entire sample, the distance between two neighboring dots appears to be larger in the lower left part of the image as compared with the upper right side. The apparent horizontal dot separation in the lower left part of the image is almost reaching twice the apparent dot separation in the upper right part. Also the vertical dot separation is multiplied by a factor of about 1.25 at the lower left side, compared to the upper right.

This distortion does not depend on the scan speed or the movement of the piezotube performed before scanning the image. On the other hand, the size of the scan area and the rotation angle of the scan area do significantly affect the distortions. As an example, Fig. 2 illustrates the distortion of the dot grid as a function of the rotation angle of the scan area. Note the curvature of the rows which depends on the scanning angle. We were able to reproduce this behavior on a 14-year-old Omicron VT-STM as well as on a new one (2010). From these facts we conclude that the commonly known piezo creep and hysteresis as well as piezoelectric aging cannot be the explanation for this distortion alone. There may be some piezo creep or hysteresis resulting from the large deflection of the piezoelectric while scanning micrometer sized images, but due to the very good reproducibility, the most likely explanations for this phenomenon are an inaccurate calibration or linearization of the measurement software at large sized images, a cross coupling between the vertical and horizontal scanning direction, and capacitive coupling of wires and connectors within the STM.

However, sometimes such extreme scanning parameters are needed without changing the internal calibration of a piezo-scanner in the SPM measurement software. A good example of the need of acquiring small and large STM images without the possibility to change the software calibration is the imaging of thin films by cross-sectional scanning tunneling microscopy [14–18]. In this case, large areas have to be scanned in order to identify the cross-section of the thin films, followed by nanometer sized images yielding high resolution images of this region.

4. The calibration and rectification algorithm

In a first step, a third order tensor with $m \times n \times 2$ components needs to be created. For the sake of an intuitive understanding and a better distinguishability the third order tensor can be separated into a second order tensor $P$ where each component is a two-dimensional (2D) vector. This approach is used throughout the following description of the mathematical algorithm.

The second order tensor represents an $m \times n$ grid, which is overlaid with the STM image of the calibration sample. The points of this grid represent the equidistant (undistorted) TiO₂ dots on the calibration sample. Hence, $m$ is the number of dots per column and $n$ is the number of dots per row. Due to the distortion, these numbers are not equal for each column or each row of dots on the STM image. For our purpose, the number of dots per column or row with the fewest dots is usually sufficient. If all points visible at the STM image should be taken into account, the tensors may have some ‘empty’ components. The dot pitch of the overlaid grid $d_x$ ($d_y$) is given by the physical dot pitch $d_{\text{dot pitch},x}$ ($d_{\text{dot pitch},y}$) of the calibration sample converted into units of pixels:

$$d_x = d_{\text{dot pitch},x} \cdot R_x$$
$$d_y = d_{\text{dot pitch},y} \cdot R_y$$

where the resolution factor $R_x$ ($R_y$) is defined by

$$R_x = \frac{N_{\text{pixel},x}}{\Delta x_{\text{nominal}}}$$
$$R_y = \frac{N_{\text{pixel},y}}{\Delta y_{\text{nominal}}}$$

$N_{\text{pixel},x}$ is the number of pixels of the STM image in the $x$ direction and $\Delta x_{\text{nominal}}$ represents the nominal scan width in the $x$ direction. $R_y$ follows by analogy.
Hence, the components $p_{ij}$ of the tensor $P$ representing the points of the grid are given by a 2D position vector:

$$p_{ij} = \left( x_0 + j \cdot d_x \cdot \cos(\alpha) - i \cdot d_y \cdot \sin(\alpha) \right)$$

$$y_0 + j \cdot d_x \cdot \sin(\alpha) + i \cdot d_y \cdot \cos(\alpha)$$

with $i = 1 \ldots n$, $j = 1 \ldots m$. \hfill (3)

$\alpha$ denotes the angle between the $x$-axis and the physical dots along a row. This angle depends on the mounting of the sample holder relative to the STM scanning direction and hence may not influence the displacement tensor, which describes the distortion and is defined below. Thus the point grid has to be rotated by the same angle relative to the underlying STM image. In order to minimize an undesired deformation of regions of the STM image exhibiting no or only small deviations from the physical dot pitch, $x_0$ and $y_0$ have to be chosen such that a maximum number of grid points overlap with their corresponding dots on the underlying STM image.

In the next step, an $m \times n$ tensor $A$ of 2D position vectors containing the actually measured (and digitalized) positions of dots on the STM image is created. The units are given in pixels, again. Note that each component $a_{ij}$ of the tensor $A$ describes the same TiO$_2$ dot as $p_{ij}$, but at another position $(x, y)$ due to the distortion of the image. Hence, the components of $A$ include the distortion of the dot grid. The goal is to rectify the image in a way, that all components of $A$ (distorted positions of TiO$_2$ dots) are moved to their corresponding position in $P$ (ideal position TiO$_2$ of dots).

Therefore, the displacement tensor $M$, where each component $m_{ij}$ is a 2D displacement vector, can be defined using $A$ and $P$:

$$M = P - A \quad \hfill (4)$$

Fig. 3(a) shows a visualization of the components of $M$ (red lines) obtained from the STM image seen in Fig. 1. The original resolution of this STM image is 800 $\times$ 800 px and $M$ exhibits more than 2500 components. The accuracy of $M$ and consequently the accuracy of the image correction depend heavily on the number of TiO$_2$ dots visible in the STM image. As will be discussed later, 2500 dots lead to accurate results for an 800 $\times$ 800 px sized image.

In order to correct a distorted STM image, one has to determine the displacement of each pixel $(x, y)$ of the image. However, since the displacement tensor only contains displacement vectors for $m \times n$ pixels (i.e. the TiO$_2$ dots) distributed all over the image, the displacement vectors for the remaining pixels need to be interpolated. For achieving this, the distances between a pixel $(x, y)$ and the positions of all of the TiO$_2$ dots have to be calculated:

$$D(x, y)_{ij} = \left| a_{ij} - \begin{pmatrix} x \\ y \end{pmatrix} \right| \quad \hfill (5)$$

Subsequently, one has to identify the couples of indices $(i, j)_{k=1 \ldots l}$ belonging to the $l$ smallest entries of $D(x, y)$. These are the TiO$_2$ dots that are located closest to the pixel $(x, y)$. We achieved good results by choosing $l=6$. One is now able to obtain the displacement vector $M(x, y)$ for each pixel $(x, y)$ by calculating the weighted mean of the displacement vectors $m_{ij}$ belonging to the
The resulting displacement vectors for each pixel \( \mathbf{M}(x, y) \) are used to move all pixels \((x', y')\) of the originally measured STM image to their corrected position \((x', y')\):

\[
\begin{bmatrix}
x' \\
y'
\end{bmatrix} = \begin{bmatrix} x \\ y \end{bmatrix} + \mathbf{M}(x, y)
\]  

(8)

Since the pixel positions have to be integer numbers, rounding errors may arise in the determination of \((x', y')\). As a result, some pixels of the corrected image may not be assigned to a pixel of the initial image. In order to derive the \( z \) value of these unassigned pixels, one has to determine the mean value of their surrounding pixels. Contrariwise, some pixels of the corrected image may be assigned to more than one pixel of the initial image. The \( z \) value of these multiple assigned pixels can be obtained by averaging the corresponding pixels of the initial image.

Fig. 3(b) displays the distortion corrected version of Fig. 1(b). The accuracy of the distortion correction can be obtained by comparing the dot separations along the horizontal and vertical directions before and after the correction. As already discussed in Section 3, the horizontal dot separation in the lower left part of Fig. 1(b) is almost twice the separation of the upper right part. Due to the distortion correction, this factor was reduced from 2 to only 1.05 [see Fig. 3(b)]. The equivalent factor for the vertical dot separation was reduced from 1.25 to 1.06. This very good result can be further improved by a decrease of the dot pitch of the calibration sample on the one hand and by some additional modifications of the displacement tensor, as described below, on the other hand.

Since the image distortion depends on the set of scanning parameters, the displacement tensor also does. Thus, each set of scanning parameters requires an appropriate displacement tensor.

Finally, it is recommended to reperform this calibration once in a while, especially after the bake out in order to control the aging and degradation of the piezotube.

5. Discussion of remaining distortions

Fig. 3(b) shows that the correction process provides good results for most of the surface area. Only at the left edge of the corrected image the dot spacing is still too large, i.e. it is under corrected. In addition, the outermost dot column at the left edge exhibits some kind of curvature after the correction. These effects arise from the correction algorithm: if the displacement vectors in \( \mathbf{M} \) increase (decrease) strongly by approaching the edge of the STM image, the distortion is under (over) corrected at the outermost edge. This is a consequence of the fact that the pixels in this region are not surrounded by displacement vectors anymore. Therefore, only displacement vectors located right to the left edge of the image can be accounted by Eq. (6). Hence, in our case, the derived displacement vectors for each pixel \( \mathbf{M}(x, y) \) will be too small at the left edge yielding the observed under correction. In analogy, the curvature and offsets of the left edge arise from the occurrence of an additional dot column at the upper left edge of the STM image. Due to the additional dots, a better correction is provided for the uppermost left area. This problem may be reduced by extrapolating the distortion over the image edge. However, the difficulty of this approach lies in the fact that the results depend on the exact extrapolation model.

Another effect is related to the interpolation of the displacement vectors for pixels in between the TiO₂ dots. If the displacement vectors of neighboring dots change their direction strongly from one dot to the next (e.g. due to noise in the STM image), the displacement vectors \( \mathbf{M}(x, y) \) of the individual pixels in between the dots will exhibit sudden alternations, whenever the averaging according to Eq. (6) moves from one set \((i, j)_k=1, \ldots \) of 1 TiO₂ dots to...
another set of $I$ dots. This problem can be reduced by averaging the displacement vectors \( M(x, y) \) of several STM images of the calibration sample acquired with the same parameters. Another possibility is the smoothing of \( M(x, y) \) by a median- or gauss-filter. The application of filters improves the smoothness of the distortion corrected image, but the drawback is a loss of accuracy of the distortion correction: a dot at the location \( a_{ij} \) is not exactly moved to the predetermined position \( p_{ij} \), anymore. Thus, the application of smoothing filters should be kept to a minimum, while the TiO$_2$ dot pitch and hence the number of components of \( M \) should be maximized.

6. Conclusion

In conclusion, we illustrated a methodology to correct distortions in SPM images without the need of additional instrumentation, like optical or capacitive tracking systems. By employing a SrTiO$_3$ sample with an evenly distributed TiO$_2$ dot grid, reproducible image distortions could be observed and corrected, even without detailed knowledge about the physical origin of the nonlinear behavior of the piezoelectric scanning tube. In our example, the apparent dot separation between two different parts of the measured STM image on the calibration sample differed by up to a factor of 2. By applying the correction algorithm, this factor was reduced to approximately 1.05.
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